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In this study, a novel thresholding algorithm based on histogram shape (TAHS) is proposed for determining the multiple 
thresholding. In the proposed thresholding method, histogram is divided into smaller windows with same size. In the 
proposed method, the biggest difference between pixel intensities is found. The proposed method is applied to blood cell 
images and is compared with Otsu method for a better validation. Advantage of the proposed method is that one or more 
thresholding points can be obtained. Therefore, objects with different spatial feature can be detected successfully. The 
experimental studies show that TAHS method gives satisfactory thresholding results. 
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1. Introduction 

 
Image segmentation is one of the most important 

image-processing task. It is widely used in many image-
processing applications such as object recognition, 
classification. A variety of segmentation methods is 
proposed in literature. Image thresholding is one of the 
most important step in image processing. Finding correct 
thresholding value is the main problem in the image 
thresholding. In addition, thresholding value should be 
automatically determined.  

Automatic thresholding methods can be divided into 
the six groups based on information the algorithm 
manipulates [1]. In the shape-based automatic thresholding 
methods: the peaks, valleys and curvatures of the smoothed 
histogram are analysed and one or more thresholding 
values are calculated properly.  In cluste-ring - based 
automatic thresholding methods, grey-level pixels are 
classified to two classes as background and foreground 
(object).  In entropy - based automatic thresholding 
methods, the entropy values of the foreground and 
background areas and the cross-entropy between the 
original and binary image are used. In object attribute-
based automatic thresholding methods, similarity between 
the grey-level and the binary images is determined. In 
spatial-based automatic thresholding methods, higher-
order probability distribution and/or correlation between 
pixels are used. In local-based automatic thresholding 
methods, original image is divided into several sub 

regions, and various thresholds are chosen for each sub 
region. 

Otsu’s thresholding method has been widely used.  In 
this method, discriminant analysis is utilized to find the 
maximum margin of classes [2]. The automatic 
thresholding can be used to extract objects from the 
background. In image thresholding literature, many studies 
have been carried out on different applications of image 
thresholding such as cell images, thermal images, 
document image, etc. [1]. The output of the thresholding 
operation is a binary image whose grey level of 0 (black) 
will indicate a pixel belonging to a print, legend, drawing, 
or target and a grey level of 1 (white) will indicate the 
background. 

The global and local thresholding techniques have 
been proposed in literature. In the global thresholding 
techniques, one thresholding value is applied to the entire 
image. In contrast, local thresholding methods uses 
different thresholding values for different regions of the 
image [3]. Ref. [4] proposed for measuring the "goodness" 
of a thresholded image, one based on a busyness criterion 
and the other based on a discrepancy or error criterion. In 
Ref. [5], several methods of the global thresholding are 
compared. In Ref. [6], different adaptive binarization 
techniques are compared with global methods. Ref. [7] 
presented results of 19 segmentation methods. In Ref. [8], 
performance of nine thresholding algorithms are presented 
comparatively. Ref. [9] proposed a clustering-based image 
thresholding method to reduce a grey level image to a 



A new method for segmentation of microscopic blood cell images by using histogram based automatic thresholding              431 
 

binary image. Ref. [10] introduced Sobel operator to all 
three planes in the RGB space. A local adaptive 
thresholding method based on contrast of image is 
proposed in Ref. [11]. Ref. [12] presented an automatic 
thresholding method based on entropy of the grey-level 
histogram. Ref. [13] applied the Sobel operator to each 
component of the HSI space. Ref. [14] presented an 
entropy based thresholding method. In Ref. [15], a local-
variance-based automatic thresholding method is 
presented. Ref. [16] suggested a novel multiresolution 
image segmentation algorithm using Markov random 
fields. Ref. [17] proposes a novel automatic thresholding 
method based on sliding rectangular window over the grey 
level image. Ref. [18] introduced an unsupervised method 
for colour image segmentation. Ref. [19] proposes an 
automatic iterative thresholding technique for determining 
an optimum threshold value. Ref. [20] proposed random 
walk based image segmentation method. Ref. [21] 
introduced a multi-scale binarization, framework working 
with the adaptive methods directly. Ref. [22] suggested an 
image segmentation method based on the modified edge-
following scheme. Ref. [23] proposed an automatic 
histogram threshold approach based on a fuzziness 
measure. Ref. [24] suggested a novel technique for the 
validation of document binarization algorithms. Ref. [25] 
proposed a new method based on balanced histogram for 
automatic image thresholding. Ref. [26] suggested a new 
image segmentation method based on grey graph cut. Ref. 
[27] suggested a new combining image segmentation 
technique based on multilevel threshold and data fusion 
techniques to get a more reliable and accurate 
segmentation effect. Ref. [28] presented an adaptive image 
de-noising technique based on thresholding and obtained 
experimental results are given in terms of peak-to-signal 
ratio (PSNR). The wavelet based thresholding methods are 
also given in Ref. [29]. Ref. [30] proposes a method for 
modelling the background using per-pixel time-adaptive 
Gaussian mixtures in the combined input space of pixel 
colour and pixel neighbourhood. Ref. [31] analyses 
different image segmentation techniques and obtained 
results are given. Ref. [32] presents deep fully 
convolutional neural network architecture for semantic 
pixel-wise segmentation. Ref. [33] suggests parallel 
segmentation algorithm with regional growth and support 
vector machine (SVM). Ref. [34] introduces a 
factorization-based method that efficiently segments 
textured images. In this study, local spectral histograms are 
use as features. 

In this study, a novel method based on histogram 
shape is proposed for image thresholding. In the suggested 
method, histogram is divided into smaller windows with 
same size and standard deviation for each window is 
calculated. Then, the biggest difference between pixel 
intensities is found. If pixel intensity difference is greater 
than standard deviation of the window, this point is 
accepted as a valley point. To find midpoint of the valley, 
a constant value is added to pixel intensity difference. This 
constant value is inversely proportional to number of 
window. Then, automatic thresholding process is realized 

by using these valley points. The proposed method is 
applied to blood cell images and the proposed method is 
compared with Otsu method for a better validation.  When 
compared with previous study, advantage of the proposed 
method is that one or more thresholding points are 
obtained. Therefore, objects with different spatial feature 
can be detected successfully. 

 
 
2. Image thresholding  
 
The simplest way for image thresholding is to convert 

to grey level and take a threshold point. The mathematical 
formulation for a basic image thresholding can be given as 
follows. 
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In Eq. (1), T is thresholding value. In addition, mean of 

the f(x, y) is grey level of the image. According to Eq.1, 
f(x, y) equals to zero for bigger value than T thresholding 
value whereas remaining f(x, y) values to unity. This 
method is the most primitive thresholding method. 
Different thresholding point should be selected for each 
image in this method. Therefore, thresholding value cannot 
be automatically chosen which is one the most important 
drawbacks for such thresholding methods. To eliminate 
drawbacks of manual thresholding methods, automatic 
methods should be used. There have been many studies on 
selection of the thresholding point automatically. 
Histogram based methods are one of automatic 
thresholding method. The peak and valley points should be 
determined in automatic thresholding method based on the 
histogram. Thresholding method to be used should be 
carefully selected depending on application because 
thresholding methods cannot give satisfactory result for 
each of different images. The image processing algorithms 
have been widely used because of many advantages such 
as good detection of adherent or overlap blood cells. 

 
 

3. Previous thresholding methods 
 

The automatic image thresholding methods can be 
divided into six main groups [1]. These methods are 
summarized as below. 

 
• Automatic Image Thresholding Methods based on 
Histogram Shape: In this method, thresholding points of 
image are automatically calculated by using histogram 
shape. These points can be obtained by means of convex or 
peak-and-valley points in the histogram of image [1]. 
 
 Automatic Image Thresholding Methods based on 
Clustering in Measure Space: These thresholding 
methods can be divided into two groups. The first group 
aims for image thresholding by making several statistical 
analysis whereas second group aims separation of object 
from background. Otsu method is well known among 



432                               Resul Coteli, Turker Tuncer, Engin Avci, Mehmet Ustundag, Esin Dogantekin, Akif Dogantekin 

 
clustering based thresholding methods and it has been 
widely used due to its simple structure and high 
thresholding performance. In addition, clustering based 
thresholding methods such as iterative, minimum error and 
fuzzy clustering have been utilized in automatic 
thresholding [1]. 
 
 Automatic Image Thresholding Methods based on 
Entropy: In such thresholding methods, the entropy of the 
distribution of the grey levels is calculated. If entropy of 
thresholded image is maximum, it means maximum 
information transfer. Different entropy based thresholding 
methods have been proposed in literature. More 
information that is detailed can be founded in Ref. [1]. 
 
 Object Attribute-Based Automatic Thresholding 
Methods: In these thresholding methods, thresholding 
value is determined by using some attribute quality or 
similarity measure between the original image and the 
binary image. 

 
 Automatic Image Thresholding Methods based on 
Spatial Properties: Such thresholding methods use spatial 
information of object and background pixels. These 
features can include context probabilities, co-occurrence 
probabilities, and local linear dependence models of 
pixels. 

 
 The Automatic Image Thresholding Methods based 
on Local Properties: A threshold that is calculated at each 
pixel characterizes this class of algorithms. The value of 
the threshold depends upon some local statistics like range, 
variance, and surface fitting parameters or their logical. In 
such methods, local adaptation is computed for different 
thresholding value of each pixel depending on local 
properties of image. This method is depended on regional 
location. In this method, some parameters are used to 
adjust the threshold value as local. 
 
 

4. The proposed method 
 
This paper proposes a novel thresholding method 

based on histogram shape (TAHS). The basic principle of 
the TAHS is based on automatically finding valley points 
in histogram. Histogram is windowed into smaller regions. 
The TAHS algorithm divides the histogram of image into 
equal parts according to precision of image. Each 
separated part has same size and different statistical 
attributes. To find valley points, standard deviation for 
each window is calculated. Then, the biggest difference 
between pixel intensities is found. If pixel intensity 
difference is greater than standard deviation of the 
window, this point is accepted as a valley point. Finding 
midpoint of the valley is another important subject in the 
proposed method. For this aim, a constant value is added 
to pixel intensity difference. This constant value is 
inversely proportional to number of window. Then, 
automatic thresholding process is realized by using these 

valley points. TAHS is based on statistical features of the 
related image. The realization steps of the suggested 
method are summarized in below. 
Step 1: Obtain the histogram of related image. 
Step 2: Divide into smaller parts obtained histogram. In 
this study, histogram is separated into eight parts. 
Step 3: Calculate standard deviation of each part of 
histogram. 
Step 4: Find the maximum difference between the 
elements for each of eight parts. 
Step 5: Determine valley points.  
Step 6: Calculate thresholding values by shifting valley 
points until a selected constant value.  

The mathematical formulation of the TAHS algorithm 
can be given as below. Maximum difference (MAD) for 
histogram with ‘n’ regions can be computed as follows: 
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In Eq.2;  ni /256....,,2,1  and  nj /256....,,3,2  

ix  and jx  are ith and jth elements of the histogram, 

respectively. Mean of histogram can be found by means of 
Eq. (3). 
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Where x' is arithmetic mean of histogram. Standard 
deviation of histogram can be also calculated as follows:   
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Where σ is standard deviation of histogram. Threshold 
value of any window can be determined depending on 
maximum difference and standard deviation as Eq. (5). 

 
                      kjThresholdMADIf  ,               (5) 

 
Selection of the constant value is carried out by means 

of pixel values. For example, if there is an 8-bit grey level 
image, this image has 256 pixels values changing between 
0 and 255. Square root of this value is added to valley 
value. The proposed algorithm is tested on a set of 30 
different blood cell images. The images are 8-bit grey level 
images. These images have a size of 512 × 512. In Figs. 1-
6, grey scale, thresholded images and histograms of images 
are given the results of TAHS and Otsu methods for 
different blood cell images. 
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Fig. 1. a) Original image, b) Thresholded image by using 

Otsu method, b) Thresholded image by using TAHS 
method, d) Histogram of orginal image 
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Fig. 2. a) K2 original image, b) Thresholded image by 
using Otsu method, b) Thresholded image by using 

TAHS method, d) Histogram of K2 image   
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Fig. 3. a) K3 original image, b) Thresholded image by 

using Otsu method, b) Thresholded image by using 
TAHS method, d) Histogram of K3 image   
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Fig. 4. a) K4 original image, b) Thresholded image by 

using Otsu method, b) Thresholded image by using 
TAHS method, d) Histogram of K4 image   
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Fig. 5. a) K5 original image, b) Thresholded image by 

using Otsu method, b) Thresholded image by using 
TAHS method, d) Histogram of K5 image   
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Fig. 6. a) K6 original image, b) Thresholded image by 

using Otsu method, b) Thresholded image by using 
TAHS method, d) Histogram of K6 image   

 
 

The obtained results show that the proposed method 
extracts objects in blood cell images more clearly than 
Otsu method. The obtained thresholding values for sample 
blood cell images are given in Table 1. It is concluded that 
the proposed method can exactly find the valley point. This 
fact increases thresholding performance of the suggested 
method.    

 
 
 

Table 1. Obtained thresholding values from TAHS  
algorithm for example images  

 
Image Th-1 Th-2 Th-3 Th-4 Th-5 Th-6 Th-7 

K1 20 39 68 119 133 167 200 
K2 3 36 85 110 139 167 198 
K3 3 55 81 107 131 165 195 
K4 56 81 92 110 - - - 
K5 74 103 147 158 190 - - 
K6 9 35 81 113 144 167 207 

 
Thresholding processing can be carried out more 

sensitively if histogram is divided into more parts. This 
state can be explained by means of Eq. (6). 
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Where S and n is the number of the thresholding images 
and points, respectively. Since there are total of n 
thresholding points, total of n images are obtained by using 
the thresholding with single point. However,  2/)1( nn  

expresses the thresholding images with multiple points. 
The best automatic thresholding results can be obtained by 
optimizing total of S thresholding images.  

 
 

5. Conclusion 
 
This paper proposed an automatic multi-level 

thresholding method based on histogram statistics for grey-
level images. The proposed method determines multi 
threshold values depending on standard deviation inside of 
a group. If maximum difference in the group is greater than 
standard deviation, that point is assigned to valley point. 
Thus, thresholding values are chosen by using statistical 
attributes of the histogram, and maximizing the between-
class standard deviation. Further, the proposed method has 
a simple structure and it can be easily realized. The method 
is applied to blood cell images tested over set on a set of 
30 different blood cell images. Otsu method has been 
widely used for automatic thresholding. Therefore, 
obtained results of the suggested method are compared 
with Otsu method. The results shows that the proposed 
method can detected blood cell images more clearly than 
Otsu method. 
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